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Abstract 

The aim of this paper is to propose a new technique to solve the Linear Programming 

Problem by converting the constraints to the formula of the 1 and all the coefficients of the 

objective function to 1 say the one formulalinear programming problem and then the system 

solved by inverse of sub matrix coefficients. 
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1. Introduction   

Simplex algorithm represents the most effect method to solve the linear programming 

problem by converting the problem to the canonical or standard form and then solve it by 

using the elimination technique to change the basic variables with a new basic variables. In 

simplex method the number of variables in the given system must be less than the total 

number of variables in canonical form where the slack variables must be added to the system 

for inequality less than or equal and the surpluses variables must be subtract from the 

inequality greater than or equal, and hence must be added an artificial variables to guarantee 

the existents of the basic variables. Our proposed method makes deal with matrix only and 

there are no any added variables and no elimination proses and without comparison between 

the ratios which make the proses of solution is very simple. 

 

2. Solving Linear Programming Problem (LPP) by inverse of sub matrix 

Given the following LPP 

𝑚𝑎𝑥. 𝑧 = 𝑐𝑇𝑥 

S.T. 𝐴𝑥 ≤ 𝑏                                                                                               (1) 

 𝑥𝑖 ≥ 0,∀ 𝑖 = 1,2, … , 𝑛,    𝑤ℎ𝑒𝑟𝑒  𝑥, 𝑐 ∈ 𝑅𝑛 , 𝑏 ∈  𝑅𝑚  , 𝐴 ∈ 𝑅𝑛𝑥𝑚  
 

Before the analysis of our proposed method the following definitions are needed: 

 

Definition 1: 

The constraints is called in the 1 formulaif all Right- hand sides of this constraints are equal 

to 1. 

 

Definition 2: 

For a matrix A, column 𝑖is called dominated by column 𝑗 if  𝑎𝑘𝑖 ≥ 𝑎𝑘𝑗 , ∀𝑘, in this case the 

column 𝑖 can be deleted 

 

Definition 3: 

For a matrix A, row 𝑖 is called dominated by row 𝑗 if  𝑎𝑖𝑘 ≥ 𝑎𝑗𝑘 , ∀𝑘 , in this case the row 𝑖 

can be deleted 

LPP (1) can be wright as follows: 
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𝑚𝑎𝑥. 𝑧 = 𝑐1𝑥1 + 𝑐2𝑥2 + ⋯ + 𝑐𝑛𝑥𝑛  

S.T.    𝑎11𝑥1 + 𝑎12𝑥2 + ⋯ + 𝑎1𝑛𝑥𝑛 ≤ 𝑏1 

𝑎21𝑥1 + 𝑎22𝑥2 + ⋯ + 𝑎2𝑛𝑥𝑛 ≤ 𝑏2 

               .    .   .    .    .    .   .   .   .   .   .   .  .                                                  (2) 

              .    .    .    .    .    .    .    .   .    .    .   . 

             .    .    .    .    .    .    .    .    .    .    .   . 

𝑎𝑚1𝑥1 + 𝑎𝑚2𝑥𝑚2 + ⋯ 𝑎𝑚𝑛 𝑥𝑛 ≤ 𝑏𝑚  

𝑥𝑖 ≥ 0,   ∀𝑖 
The first step is to convert the LPP to the one form as follows: 

Suppose   𝑦𝑖 = 𝑐𝑖𝑥𝑖 , ∀𝑖                                                                                 (3) 

 

The optimal solution of the LPP is consisting of𝑚 (𝑚 ≤ 𝑛) basic variables or consisting of 

𝑛 (𝑛 ≤ 𝑚) basic variables and hence the another variables must be zero.In this case the sub 

matrix must be of order 𝑚𝑥𝑚 (𝑚 ≤ 𝑛)or of order 𝑛𝑥𝑛 (𝑛 ≤ 𝑚), and hence the optimal 

solution must be the exact solution of only one sub matrix where the exact solution is the 

inverse of this sub matrix. 

All the RHS of the constraints must become one,by divided the j-thconstraintsby𝑏𝑗 , ∀𝑗 =

1,2,… , 𝑚 

The LPP (2) becomes as follows: 

𝑚𝑎𝑥. 𝑧 = 𝑦1 + 𝑦2 + ⋯ + 𝑦𝑛  

S.T.      𝑑11𝑦1 + 𝑑12𝑦2 + ⋯ + 𝑑1𝑛𝑦𝑛 ≤ 1 

𝑑21𝑦1 + 𝑑22𝑦2 + ⋯ + 𝑑2𝑛𝑦𝑛 ≤ 1 
               .          .          .          .          .          .                                                   (4) 

              .          .          .          .           .          . 

              .          .          .          .          .          . 

𝑑𝑚1𝑦1 + 𝑑𝑚2𝑦2 + ⋯ + 𝑑𝑚𝑛 𝑦𝑛 ≤ 1  

𝑦𝑖 ≥ 0, ∀𝑖   and   𝑑𝑗𝑖 =
𝑎𝑗𝑖

𝑏𝑗 𝑐𝑖
, ∀𝑗, 𝑖 

The second step is to deal with the matrix coefficients as follows: 

𝐴 =

 
 
 
 
 
𝑑11 𝑑12 . . . 𝑑1𝑛

𝑑21 𝑑22 . . . 𝑑2𝑛.
..

𝑑𝑚1

.

..
𝑑𝑚2

  .
..
.

.

..

.

.

..

.

.

..
𝑑𝑚𝑛  

 
 
 
 

                                                              (5) 

 

Suppose that 𝐴𝑘𝑚 is all the possible sub-matrices of the matrix A, where the meaning of sub 

matrix is any m row from A and any m column from A which can representsmxm matrix and 

k be the sub matrix number. 

Then, the solution of (4) is given in the following formula: 

𝑦𝑖 =  𝑆𝑗𝑖
𝑚
𝑗 =1  ,𝑖 = 1,2,… , 𝑛 , where 𝑆 =  𝐴𝑚  −1  which satisfy all constraints and have 

optimal value of the objective function. 

The following examples explain the proses of solution: 

 

Example 1:[1] 

max. 𝑧 = 3𝑥1 + 𝑥2 + 2𝑥3 + 4𝑥4 

S.T.     2𝑥1 + 3𝑥2 + 5𝑥4 ≤ 12 

            4𝑥1 + 2𝑥3 − 3𝑥4 ≤ 10 

𝑥1, 𝑥2, 𝑥3, 𝑥4 ≥ 0 

Suppose  𝑦1 = 3𝑥1,   𝑦2 = 𝑥2, 𝑦3 = 2𝑥3, 𝑎𝑛𝑑  𝑦4 = 4𝑥4 
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The given LPP becomes as follows: 

𝑚𝑎𝑥. 𝑧 = 𝑦1 + 𝑦2 + 𝑦3 + 𝑦4 

S.T.    
1

18
𝑦1 +

1

4
𝑦2 +

5

48
𝑦4 ≤ 1 

2

15
𝑦1 +

1

10
𝑦3 −

3

40
𝑦4 ≤ 1 

𝑦1 , 𝑦2 , 𝑦3 , 𝑎𝑛𝑑  𝑦4 ≥ 0 

The coefficients matrix  𝐴 =  

1

18

1

4
0

5

48
2

15
0

1

10

−3

40

  

All sub matrix are  𝐴12 =  

1

18

1

4
2

15
0
 , and 𝐴12

−1 =  0 7.5
4 −1.6667

 ,  

Given𝑦1 = 0 + 7.5 = 7.5  𝑎𝑛𝑑 𝑦2 = 4 − 1.6667 = 2.3333  , 𝑧 = 9.8333 𝐴22 =  

1

18
0

2

15

1

10

 , 

 𝑔𝑖𝑣𝑒𝑛  𝑦1 = 18 𝑎𝑛𝑑  𝑦3 = −14   𝑖𝑠 𝑛𝑜𝑡 𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒𝐴32 =  

1

8

5

48
2

15

−3

40

 , 

given 𝑦1 = 9.9231 𝑎𝑛𝑑  𝑦4 = 4.3077,   𝑧 = 14.2308 

𝐴42 =  

1

4
0

0
1

10

 , given 𝑦2 = 4 𝑎𝑛𝑑  𝑦3 = 10, 𝑧 = 14𝐴52 =  

1

4

5

48

0
−3

40

 , 

 given 𝑦2 = 4 𝑎𝑛𝑑  𝑦4 = −7.7778 is not feasible 𝐴62 =  
0

5

48
1

10

−3

40

 , 

 given  𝑦3 = 17.2   𝑎𝑛𝑑    𝑦4 = 9.6 , 𝑧 = 26.8 

And hence the optimal solution is 𝑦3 = 17.2, 𝑎𝑛𝑑 𝑦4 = 9.6 , 𝑧 = 26.8 

Which mean that the optimal solution for the original LP is  

𝑥1 = 0 , 𝑥2 = 0, 𝑥3 = 8.6 , 𝑥4 = 2.4, 𝑎𝑛𝑑 𝑧 = 26.8 

 

Example 2:[2] 

𝑚𝑎𝑥. 𝑧 = 𝑥1 + 2𝑥2 + 3𝑥3 + 4𝑥4 

S.T.        4𝑥1 − 2𝑥2 − 4𝑥3 − 𝑥4 ≤ 1 

 3𝑥1 + 𝑥2 + 𝑥3 + 2𝑥4 ≤ 1 

 2𝑥1 + 3𝑥2 − 2𝑥3 − 2𝑥4 ≤ 1 

 −𝑥1 − 3𝑥2 − 3𝑥3 + 𝑥4 ≤ 1 

 𝑥1, 𝑥2, 𝑥3, 𝑥4 ≥ 0 
Since the RHS of the constrained are all same equal to one and one can see that columns 1,2, 

and 4 dominated by column 3, and hence the columns 1,2, and 4 can be deleted and the LP 

becomes 

𝑚𝑎𝑥. 𝑧 = 3𝑥3 

S.T.      −4𝑥3 ≤ 1 

𝑥3 ≤ 1 

−𝑥3 ≤ 1 

−3𝑥3 ≤ 1 

𝑥3 ≥ 0 

Hence 𝐴11 =  −4  , given 𝑥3 = −
1

4
  is not feasible  
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𝐴21 =  1 ,𝑔𝑖𝑣𝑒𝑛 𝑥3 = 1 , z=3 

𝐴31 =  −2 , given 𝑥3 = −
1

2
  is not feasible 

𝐴41 =  −3 ,𝑔𝑖𝑣𝑒𝑛 𝑥3 = −
1

3
  is not feasible 

And the optimal solution is 𝑥1 = 0, 𝑥2 = 0, 𝑥3 = 1, 𝑥4 = 0, 𝑎𝑛𝑑 𝑧 = 3. 
Consider the following LPP: 

𝑚𝑖𝑛. 𝑧 = 𝑐1𝑥1 + 𝑐2𝑥2 + ⋯ + 𝑐𝑛𝑥𝑛  

  S.T.    𝑎11𝑥1 + 𝑎12𝑥2 + ⋯ + 𝑎1𝑛𝑥𝑛 ≥ 𝑏1 

𝑎21𝑥1 + 𝑎22𝑥2 + ⋯ + 𝑎2𝑛𝑥𝑛 ≥ 𝑏2 

               .    .   .    .    .    .   .   .   .   .   .   .  .                                                  (6) 

              .    .    .    .    .    .    .    .   .    .    .   . 

             .    .    .    .    .    .    .    .    .    .    .   . 

𝑎𝑚1𝑥1 + 𝑎𝑚2𝑥𝑚2 + ⋯ 𝑎𝑚𝑛 𝑥𝑛 ≥ 𝑏𝑚  

𝑥𝑖 ≥ 0,   ∀𝑖 
 

The first step is to convert the LP to the one form as follows: 

Suppose   𝑦𝑖 = 𝑐𝑖𝑥𝑖 , ∀𝑖                                                                                 (7) 

All RHS of the constrained must become one by divided the j-th constrained by 𝑏𝑗 , ∀𝑗 =

1,2,… , 𝑚 
The LP (6) become as follows: 

𝑚𝑖𝑛. 𝑧 = 𝑦1 + 𝑦2 + ⋯ + 𝑦𝑛  

S.T.      𝑑11𝑦1 + 𝑑12𝑦2 + ⋯ + 𝑑1𝑛𝑦𝑛 ≥ 1 

𝑑21𝑦1 + 𝑑22𝑦2 + ⋯ + 𝑑2𝑛𝑦𝑛 ≥ 1 

               .          .          .          .          .          .                                                   (4) 

              .          .          .          .           .          .       

              .          .          .          .          .          . 

𝑑𝑚1𝑦1 + 𝑑𝑚2𝑦2 + ⋯ + 𝑑𝑚𝑛 𝑦𝑛 ≥ 1  

𝑦𝑖 ≥ 0, ∀𝑖   and   𝑑𝑗𝑖 =
𝑎𝑗𝑖

𝑏𝑗
, ∀𝑗, 𝑖 

The second step is to deal with the matrix coefficients as follows: 

𝐴 =

 
 
 
 
 
𝑑11 𝑑12 . . . 𝑑1𝑛

𝑑21 𝑑22 . . . 𝑑2𝑛.
..

𝑑𝑚1

.

..
𝑑𝑚2

  .
..
.

.

..

.

.

..

.

.

..
𝑑𝑚𝑛  

 
 
 
 

                                                              (5) 

Suppose that  𝐴𝑘𝑚 is all the possible sub matrix of the matrix A, where the meaning of sub 

matrix is any m row from A and any m column from A which can represent mxm matrix and 

k be the sub matrix number. 

And the solution of (4) is given in the following formula: 

𝑦𝑖 =  𝑆𝑗𝑖
𝑚
𝑗 =1  ,𝑖 = 1,2,… , 𝑛 , where 𝑆 =   𝐴𝑚  −1 𝑇   which satisfy all constrained and have 

optimal value of the objective function. 

The following examples explain the proses of solution: 

 

Example 3:[3] 

min. 𝑧 = 3𝑥1 + 𝑥2 + 2𝑥3 + 4𝑥4 

S.T.     2𝑥1 + 3𝑥2 + 5𝑥4 ≥ 12 

            4𝑥1 + 2𝑥3 − 3𝑥4 ≥ 10 

𝑥1, 𝑥2, 𝑥3, 𝑥4 ≥ 0 

Suppose  𝑦1 = 3𝑥1,   𝑦2 = 𝑥2, 𝑦3 = 2𝑥3, 𝑎𝑛𝑑  𝑦4 = 4𝑥4 
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The given LP becomes as follows: 

𝑚𝑖𝑛. 𝑧 = 𝑦1 + 𝑦2 + 𝑦3 + 𝑦4 

S.T.    
1

18
𝑦1 +

1

4
𝑦2 +

5

48
𝑦4 ≥ 1 

2

15
𝑦1 +

1

10
𝑦3 −

3

40
𝑦4 ≥ 1 

𝑦1 , 𝑦2 , 𝑦3 , 𝑎𝑛𝑑  𝑦4 ≥ 0 

The coefficients matrix  𝐴 =  

1

18

1

4
0

5

48
2

15
0

1

10

−3

40

  

All sub matrix are  𝐴12 =  

1

8

1

4
2

15
0
 , 𝐴12

−1 =  0 7.5
4 −1.6667

 ,   

given 𝑦1 = 0 + 4 = 4  𝑎𝑛𝑑 𝑦2 = 7.5 − 1.6667 = 5.8333  , 𝑧 = 9.8333 𝐴22 =  

1

18
0

2

15

1

10

 ,  

𝑔𝑖𝑣𝑒𝑛  𝑦1 = −6 𝑎𝑛𝑑  𝑦3 = 10   𝑖𝑠 𝑛𝑜𝑡 𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒𝐴32 =  

1

8

5

48
2

15

−3

40

 ,  

given  𝑦1 = 11.5384 𝑎𝑛𝑑  𝑦4 = 2.6923  ,  𝑧 = 14.2308𝐴42 =  

1

4
0

0
1

10

 ,  

given 𝑦2 = 4 𝑎𝑛𝑑  𝑦3 = 10   , 𝑧 = 14𝐴52 =  

1

4

5

48

0
−3

40

 ,  

given  𝑦2 = 9.5556 𝑎𝑛𝑑  𝑦4 = −13.333 is not feasible  𝐴62 =  
0

5

48
1

10

−3

40

 ,  

given  𝑦3 = 17.2   𝑎𝑛𝑑    𝑦4 = 9.6 , 𝑧 = 26.8 

 

And hence the optimal solution is 𝑦1 = 4, 𝑎𝑛𝑑 𝑦2 = 5.8333 , 𝑧 = 9.8333 

Which mean that the optimal solution for the original LP is  

𝑥1 = 2.5 , 𝑥2 = 2.3333, 𝑥3 = 0 , 𝑥4 = 0, 𝑎𝑛𝑑 𝑧 = 9.8333 
 

Example 4:[4] 

𝑚𝑖𝑛. 𝑧 = 𝑥1 + 2𝑥2 + 3𝑥3 + 4𝑥4 

S.T.        4𝑥1 + 3𝑥2 + 2𝑥3 − 𝑥4 ≥ 1 

 −2𝑥1 + 𝑥2 + 3𝑥3 − 3𝑥4 ≥ 1 

 −4𝑥1 + 𝑥2 − 2𝑥3 − 3𝑥4 ≥ 1 

 −𝑥1 + 2𝑥2 − 2𝑥3 + 𝑥4 ≥ 1 

 𝑥1, 𝑥2, 𝑥3, 𝑥4 ≥ 0 

Since the RHS of the constrained are all same equal to one and one can see that rows 1,2, and 

4 dominated by row 3, and hence the constraints 1,2, and 4 can be deleted and the LPP 

becomes 

 

𝑚𝑖𝑛. 𝑧 = 𝑥1 + 2𝑥2 + 3𝑥3 + 4𝑥4 

S.T.      −4𝑥1 + 𝑥2 − 2𝑥3 − 3𝑥4 ≥ 1 

 𝑥1, 𝑥2, 𝑥3, 𝑥4 ≥ 0 
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Hence 𝐴11 =  −4  , given 𝑥1 = −
1

4
, is not feasible 

𝐴21 =  1 ,𝑔𝑖𝑣𝑒𝑛 𝑥2 = 1 , z=2 

𝐴31 =  −2 , given 𝑥3 = −
1

2
  is not feasible 

𝐴41 =  −3 ,𝑔𝑖𝑣𝑒𝑛 𝑥3 = −
1

3
  is not feasible 

And the optimal solution is 𝑥1 = 0, 𝑥2 = 1, 𝑥3 = 0, 𝑥4 = 0, 𝑎𝑛𝑑 𝑧 = 2. 
 

Conclusion 

The proposed method solve LPP without change the number of variables in the program and 

the optimal solution only dependent on the sub matrix which satisfy the constraints and gives 

the optimal value to the objective function. If all sub matrices are singular then, the solution 

is unbounded. If the choses sub matrix is singular then, the result from it is not feasible. The 

proposed method cannot solve the mixed LPP. 
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