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ABSTRACT 

 

 In this present research, behavior of Self Compacting Concrete Filled Steel Tube (CFST) under 

cyclic loading is investigated. The parameters chosen for the study are geometry of specimen- 

circular section of dia 33.7, 42.4, 48.3, different grades of self compacting infill M20, M30, 

M40, different L/D ratios 6, 12, 16, different D/T ratios 10.5 & 13.3 and different lengths. Also 

this study focuses on development of Artificial Neural Network (ANNs) in prediction of ultimate 

load carrying capacity in order to validate experimental results. To predict ultimate load carrying 

capacity five input parameters are identified. In this paper authors have also developed a suitable 

artificial neural network model using Feed forward back propagation network having verified it 

for 13 hidden layers as per LM algorithm. The developed ANN model has been verified with the 

experimental results conducted on composite steel columns. The ANN technique is used to 

predict the crushing behavior of self compacting concrete steel tubes and ultimate axial load. 

Different parameters effecting are network architecture, no of hidden neurons, transfer function 

& error function are considered. Predictions are compared to experimental results and are shown 

to be in good agreement. From the experimental results it is indiacted that load carrying capacity 

increases by decrease in L/D ratio, increase in diameter of concrete, and increase in grades of 

concrete. It is concluded that 5-13-1 neural architecture provides perfect model to verify the 

above. Almost error is subsidized to 0.58% and is approximately providing results coinciding 

with experimental values.  

Keywords: Artificial neural network, Self compaction concrete filled steel tubes, Feed forward 

back propagation, Transfer function, Tansigmoid. 
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INTRODUCTION 

       Columns occupy a vital place in structural system. Weakness or failure of a column 

destabilizes the entire structure. Structure & ductility of steel columns need to be ensured 

through adequate strengthening, repair & rehabilitation techniques to maintain adequate 

structural performance. Nowadays, composite columns are finding a lot of usage for seismic 

resistance in earthquake prone countries like Japan, New Zealand, Italy, etc. In order to prevent 

shear failure of RC columns resulting in collapsing of buildings, it is essential to make ductility 

of columns larger. Nowadays, most of the building construction adopt CFST concept for lateral 

load resisting frames. 

One way of including specimen irregularities in the model is to use the results of the available 

experiments to predict the behavior of composite tubes subjected to different loading. ANN is a 

technique that uses existing experimental data to predict the behavior of the same material under 

different testing conditions. Using this method details regarding bonding properties between 

fiber matrix, strength variation of fibers and any manufacturing- included imperfections are 

implicitly incorporated within the input parameters fed to neural network. 

In the current work of the load carrying capacities for axially loaded SCC infilled circular steel 

tubes is evaluated using ANN. To predict validity of the data using ANN in determining the 

ultimate axial load values of these tubes, the study will compare the predictions obtained from 

the experimental results using the neural network tool in MATLAB (R2016a). 

 ARTIFICIAL NEURAL NETWORK 

             Study on artificial neural networks has been motivated right from its inception by the 

recognition that the brain computes in an entirely different way from the conventional digital 

computer. A neural network is massively parallel distributed processor that has a propensity for 

strong experimental knowledge & making it available for use. It resembles the brain in two 

respects 

1. Knowledge is acquired by the network through a learning process. 

2. Interneuron connection strengths known as synaptic weights are used to store the 

knowledge. 

The procedure used to perform the learning process is called learning process. A neural network 

can be trained to perform a particular task. The approach is particularly attractive for hard to 

learn problems and when there is no formal underlying theory for the solution of the problem. 

The great majority of Civil Engineering application of neural network is based on the use of back 

propagation algorithm primarily because of its simplicity. Training of a neural network with a 

supervised learning algorithm su7ch as back propagation means finding weights of the links 

connecting the nodes using a set of training examples. An error function in the form of the sum 

of the squares of the errors between the actual outputs from the training set and the computed 
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output is minimized iteratively. The learning rate or training rule specifies how the weights are 

modified in each neuron. 

An artificial neuron is a computational model inspired in natural neurons. Natural neurons 

receive signals through synapses located on the dendrites or membranes of the neuron. When the 

signals received are strong enough, the neuron is activated and emits a signal through the axon. 

The signal might be sent to another synapse and might activate other neurons. 

The complexity of real neurons is highly abstracted hen modeling artificial neurons. These 

basically consist of inputs which are multiplied by weights and then computed by a mathematical 

function which determines the activation of the neuron. Another function computes the output of 

the artificial neuron. ANNs combines artificial neurons in order to process information. 

 

 

 

Fig. 1 

           The no of types of ANN and their uses are very high. Since the first neural model by 

McCulloch and Pitts (1943) there have been developed hundreds of different models considered 

as ANNs. The differences in them might be the functions, the accepted values, the topology, the 

learning algorithms, etc. also there are many hybrid models where each neuron has more 

properties than the reviewing here. Because of matters of space we will present only an ANN 

which learns using back propagation algorithm for learning the appropriate weights, since it is 

one of the most common models used in ANNs and many others are based on it. Since the 

function of ANNs is to process information, they are mainly used in fields related to it. There are 

variety of ANNs that are used to model real neural networks, and study behavior and control in 

animals and machines, but also there are ANNs which are used for engineering processes, such 

as pattern recognition, forecasting and data comparison. 
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Fig. 2 Displays the Neural Network Architecture 

TRAIN THE NETWORK 

Network properties 

 Lavenberg-Marquardt training algorithm 

 Training (70%), Validation(15%), Testing(15%) 

 Feed forward back propagation 

 TRAINLM  training function  

 LEARNGDM adaption learning function 

 MSE performance function 

 TANSIG & LOGSIG transfer function 

 

 

A. LAVENBERG-MARQUARTD TRAINING ALGORITHM 

               In mathematics and computing, the Lavenberg-Marquardt algorithm, also 

known as the damped least squares method, is used to solve non linear least squares 

problems. 

These minimization problems arise especially in least squares curve fitting. 

The LMA is used in many software applications for solving generic curve fitting 

problems. However, as for many fitting algorithms, the LMA finds only a local 

minimum, which is not necessarily the global minimum. The LMA interpolates between 

the GAUSS NEWTON algorithm and the method of different descent. The LMA is more 

robust than GNA, which means that in many cases it finds solution even if it starts very 

far off the final min. for well behaved functions and reasonable functions and reasonable 

starting parameters, the LMA tends to be a bit slower than GNA. LMA can also be 

viewed as GAUSS-NEWTON using a trust region approach. 

The algorithm was first published in 1944 by Kenneth Levenberg, while working at the 

Frankford Army Arsenal. It was rediscovered in 1963 by Donald Marquardt who worked 

as a statistician at DuPont and independently by Girard, Wynne and Morrison. 
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B. FEED FORWARD BACK PROPAGATION 

               The back propagation algorithm is used in layered feed forward ANNs. This 

means that the artificial neurons are organized in layers, a11d sends their signals 

“forward” and then the errors are propagated backwards. The network receives inputs by 

neurons in the input layer, and the output of the network is given by the neurons on an 

output layer. There may be one more intermediate hidden layer. 

 The back propagation algorithm uses supervised learning, which means that we proved 

the algorithm with examples of the inputs and outputs we want the network to compute 

and then the error is calculated. The idea of back propagation algorithm is to reduce this 

error, until the ANN learns the training data. The training begins with rando0m weights 

and the goal is to adjust them so that the error will be minimal. 

 

 WORK FLOW 

The work flow for the general neural network design process has seven primary steps: 

 Collect Data 

 Create the network 

 Configure the network 

 Initialize the weights and biases  

 Train the network  

 Validate the network  

 Use the network 

MULTILAYER NEURAL NETWORK ARCHITECTURE 

           An elementary neuron with R inputs is shown below. Each input is weighted with an 

appropriate weigth. The sum of the weighted inputs and the biases forms the inputs to the 

transfer function F. neurons can use any differentiable transfer function F to generate their 

output. Multilayer networks represented in Fig can use the TANSIG transfer function as shown 

in Fig below. 

 

Fig.3 shows multilayer neural network architecture 

The number of neurons in the hidden layers is calculated by the empirical formula given by 

WANG & LIU 

No of neurons in hidden layers = m 

m = √ (no of input parameters +no of output parameters) + a constant varies from 1-10 
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 PREDICTION AND EXPERIMENTAL RESULTS 

             From the experiment it is indicated that ultimate load value of SSC infilled composite 

steel tubes increases with increase in the diameter of the tubes, decrease in L/D ratio, increase in 

the grade of concrete. Grade M30 concrete provides consistent values as shown in Fig.4 

 

 

Fig.4 shows Puexp  Vs L/D ratios 

 

  Depicts the LOG SIGMOIDAL and TAN SIGMOIDAL used to built the model and train the 

network. The output parameter is trained separately for both transfer functions (LOGSIG & 

TANSIG) for predicting the ultimate load of the self compacting concrete filled steel tubes. 

Also the best value of prediction is obtained for 13 hidden layers and 10 hidden neurons with 

TANSIG as transfer function as given in the Table no. 3 

 

Fig. 5 shows graph for Pu experimental Vs Pu predicted(13layers) 
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The experimental results which are obtained are given as the desired outputs to the Feed Forward 

Back Propagation network. These networks were used to predict the output values and are in 

good agreement with Kolmogorov’s theorem. The output values obtained were tested, trained 

and validated from 1 to 14 hidden layers. 

 

Fig. 6  *Histogram for Pu exp Vs Pu predicted(1-14)layers 

The experimental values are obtained and verified for ultimate axial load. The ultimate axial 

load’s average deviations are tabulated in table2. The best result is obtained for 13 layers as per 

Kolmogorov’s principal and this is verified in the ultimate axial load deviation histogram for all 

the layers. The comparison of the best result and the experimental data are obtained & validated 

as below 

 

Table. 1 shows Validation of the predicted data 

The predicted data is obtained after training the model to 1000 number of epochs and assigning 

the transfer function to TANSIG with the given inputs and ouput values. The input is trained 

using Levenberg-Marquardt algorithm.  This performance is measured using MEAN SQUARE 

ERROR (MSE). The output values are tested, trained and validated, plotted to obtain the best 

values on the curve fit. The experimental inputs are tested in 1 to 14 layers and it is verified that 

the deviation for 13 layers gives the best result with TANSIG training function, also the best 

REGRESSION fit. 



International Journal of Emerging Trends in Engineering and Development                                  Issue 6, Vol. 6 (November 2016) 

Available online on http://www.rspublication.com/ijeted/ijeted_index.htm                                                              ISSN 2249-6149 

©2016 RS Publication, rspublicationhouse@gmail.com Page 313 
 

 

Fig. 7:   *Regression Plot 

 

Fig. 8: *Epoch Vs MSE 

 

Fig. 9 shows graph for Epoch Vs Gra, Mu, Val 
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Fig. 10 shows NN train tool 

DISCUSSION ON THE PREDICTED VALUES FROM ARTIFICIAL NEURAL NETWORK 

            The ANN is one way to include specimen irregularities in the model using the results of 

the available experiments to predict the behavior of composite tubes subjected to different 

loading. 

The ANN has been shown to successfully predict the crushing behavior of wide range of circular 

composite steel tubes. 

The predicted results obtained, are showed that Feed Forward Back propagation network and 

Kolmogorov’s theorem with 13 hidden neurons consistently provided the best predictions of the 

experimental data. 

CONCLUSION 

 ANN model of 5-13-1 neural architecture satisfies the requirement of determining 

ultimate load (Pu). 

 Percentage variation in MSE 0.58% obtained yields best fit results compared with 

experimentally obtained values. 

 ANN model can be further modified using different number of hidden layers and more 

hidden neurons as per the Rule of Thumb Method. 

 Results obtained from Regression Analysis also satisfy the target value of Ultimate Load 

(Pu). 

 With the increase in grade of concrete the ultimate load value increases marginally by 4-

5%. The M30 grade concrete is found to be consistent. 

 As L/D ratio increases, the load carrying capacity of the composite tube decreases by 7-

12%.  



International Journal of Emerging Trends in Engineering and Development                                  Issue 6, Vol. 6 (November 2016) 

Available online on http://www.rspublication.com/ijeted/ijeted_index.htm                                                              ISSN 2249-6149 

©2016 RS Publication, rspublicationhouse@gmail.com Page 315 
 

ACKNOWLEDGEMENT 

 This research is a part of Internship Programme carried out under the guidance of Dr. 

N.S. Kumar, Professor and Director(R&D), Ghousia College of Engineering, Ramanagaram 

during August – November 2016.  

 Authors thank the management, Dr. Mohammed Haneef, Principal and Dr. Mohammed 

Ilyas Anjum, Vice Principal and Head of Department, Department of Civil Engineering, Ghousia 

College of Engineering, Ramanagaram, Karnataka, India for their continuous support. We also 

thank Noorain Khanum, PG student, Ghousia College of Engineering, Ramanagaram. 

 

REFERENCES 

[1] Noorain Khanum and Dr N.S.Kumar “Behavior of Self Compacting Steel Tubes Columns 

Under Cyclic loading,” Volume:6, Issue:8, August 2016, ISSN-2249-555X 

[3] B Yegnanarayana, Artificial Neural Networks, “PHI learning Pvt Ltd”, 01-Aug-2004. 

[3] Simon S. Haykin, “Neural Networks,” Macmillan. 

[4] Freeman, “Neural Networks,” Algorithms, Applications and Programming Techniques, 

Pearson Education, India. 

[5] Dr N.S.Kumar, Sameera Simha T.P, “ Experimental Investigation on Composite Circular 

Steel Columns- Taguchi’s Approach,” International journal of Applied Mechanics and Materials, 

Vols. 105-107 (2012) pp 1742-1750. 

[5] H Ravi Kumar, K.U Muthu and Dr N.S.Kumar, “International Journal of N.S.Kumar/ Exilir 

Cement& Concrete Com. 48 (2012) 9656-9662. 

[6] Shams M Saadeghavaziri MA, “State of Art Concrete Filled Tubular Columns ACI Struct,” 

J11997;94(5)558-7. 

[7] Liu Dalin, Ghop wie-Min, Yaun Jie, “ Ultimate Capacity Of High Strength Rectangular 

Concrete Filled Steel Hallow Sections Stubcolumns,” constrseelres 2003;59:1499-515 

[8] Elremaily Ahmed, Azizniamini Atorod, “ Behavior and strength of Circular Concrete Filled 

Columns,” J constr steel res 2002;58:1567-91. 

[9] Tao zhong, Han Lin –Hai, Wang Dong-ye, “ Strength and Ductility of Stiffened Thin Walled 

Struct,” 2008;46:1113-28. 

[10] IS 10260-1982. Indian Standard recommended guidelines for concrete mix design, Bureau 

of Indian Standards, New Delhi, India. 



International Journal of Emerging Trends in Engineering and Development                                  Issue 6, Vol. 6 (November 2016) 

Available online on http://www.rspublication.com/ijeted/ijeted_index.htm                                                              ISSN 2249-6149 

©2016 RS Publication, rspublicationhouse@gmail.com Page 316 
 

[11] Eurocode 4. Design of composite steel and concrete structures, part 1.1:general rules for 

buildings, Commission of European communities, British Standards institution;1994 

[12] Douglas Montgomery, design and analysis of experiments 5
th

 edition New York; John wiley 

& sons ( ASIA) pvt Ltd:2004 

[13] Schneider SP. Axially loaded concrete filled steel tubes, J struct engineering, ASCE 

1998;124(10):1125-38. 

[14]American institute of steel construction (AISC) Manual of steel construction: load and 

resistance factor design (LRFD), 2
nd

 edition, Chicago;1994. 

[15] D.S ramachandra Murthy, et.al., “seismic resistance of the reinforced concrete beam-

columns joints with TMT and CRS bars “, ICI journal, volume1,  july-sep2000 

[16] Schneider, SP “axially loaded concrete –filled steel tubes”, jhournals of structural 

engineering, ASCE, vol.124, no.10, oct-1998, pp1125-1138. 

[17] Kilpatrick, A.E and Rangan, B.V, “Tests on high strength concrete filled steel tubular 

columns” ACI structural journal; vol.96, no.2, Mar/Apr-1999, pp230-238. 

BIOGRAPHIES 

Mohammed Jawahar Soufain, Final year UG student of Civil Engineering, 

Ghousia College of Engineering,    presently pursuing Internship Programme under the guidance 

of Dr. N.S.Kumar. 

Syed Jawad Sujavandi, Final year UG student of Civil Engineering, Ghousia 

College of Engineering  presently pursuing Internship Programme under the guidance of Dr. 

N.S.Kumar. 



International Journal of Emerging Trends in Engineering and Development                                  Issue 6, Vol. 6 (November 2016) 

Available online on http://www.rspublication.com/ijeted/ijeted_index.htm                                                              ISSN 2249-6149 

©2016 RS Publication, rspublicationhouse@gmail.com Page 317 
 

Umar Ahad Shariff, Final year UG student of Civil Engineering,Ghousia College 

of Engineering   presently pursuing Internship Programme under the guidance of Dr. N.S.Kumar. 

Dr. N.S.Kumar, Involved in the Research field related to the behavior of composite 

steel column since a decade presently guiding 6 PhD scholars (research under VTU Belgaum) 

has more than 28 years of teaching experience & 6 years of research experience at Ghousia 

College of Engineering. 

 

Table. 2 shows the Mean Square Error for the predicted vales of ANN for ( 1-14) layers 
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Table no. 3 Shows the Predicted values of Ultimate load for different grades of concrete for ( 1-

14) layers 
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Table no. 4 shows the validation of data with the experimental results and ANN predicted results 

 

 

 

 


