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Abstract—The tasks of improving access to information is receiving more and more 

attention specially in modern business The discovered useful information can be used directly 

by the teacher or the author of the course to improve the instructional/learning performance. 

This can be an arduous task and therefore educational recommender systems are used in order 

to help the teacher in this task. In this paper we describe a recommender system oriented to 

suggest the most appropriate modifications to the teacher in order to improve the 

effectiveness of the course. We propose to use a cyclical methodology to develop and carry 

out the maintenance of web-based courses in which we have added a specific data mining 

step. We have developed a distributed rule mining system in order to discover information in 

the form of IFTHEN recommendation rules about the web courses. We have used an iterative 

and interactive association rule algorithm without parameters and with a weight-based 

evaluation measure of the rule interest.  

Index Terms— Data mining, clasification, clustering, Rule mining 

 

 

I. INTRODUCTION  

In recent years we have witnessed a great increased education systems on-line or e-learning 

systems. More and more centers public or private teaching available to students learning 

management systems (Learning Management Systems, LMS) web based. the first systems of 

this type were commercial WebCT Top Class Virtual-U or if, in the Today, increasingly 

dominated systems charge freely distributed. Data Mining and Knowledge Discovery  in 

Databases  is an interdisciplinary field  [9] merging  ideas  from  statistics,  machine  learning,  

databases,  and  parallel  and distributed computing. It has emerged due to the phenomenal 

growth of data in all spheres of human endeavor, and the economic and scientific need to 

extract useful information from the collected data.  The key challenge in data mining is the 

extraction of knowledge and insight from massive databases.  Data Mining refers to the  

overall  process  of  discovering  new  patterns  or  building  models  from  a  given dataset.  

There  are  many  steps  involved  in  the  KDD  enterprise  which  include  data selection, data 

cleaning and  preprocessing, data transformation and reduction, data mining task and 
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algorithm selection, and finally post-processing and interpretation of discovered  knowledge  

[16].  Typically  data  mining  has  the  two  high  level  goals of prediction  and  description  

[16].  In prediction a model is built that will predict unknown or future values of attributes of 

interest, based on known values of some attributes in the database. In KDD applications, the 

description of the data in human understandable terms is equally if not more important than 

prediction.  Two main forms of data mining can be identified [37].  In  verification-driven data  

mining  the user  postulates  a  hypothesis,  and  the  system  tries  to  validate  it.  The 

common verification-driven  operations  include  query  and  reporting,  multi-dimensional 

analysis  or  On-Line  Analytical  Processing  (OLAP),  and  statistical  analysis. Discovery-

driven mining, on the other hand automatically extracts new information from data.  The  

typical  discovery  driven  tasks  include  association  rules,  sequential patterns,  classification  

and  regression,  clustering,  similarity  search,  deviation detection  etc.  While  data  mining  

has  its  roots  in  the  traditional  fields  of  machine learning  and  statistics,  the  sheer  

volume  of  data  today  poses  the  most  serious problem. For example, many companies 

already have data warehouses in the terabyte proportions. 

 
Fig 1. Taxonomy of Web Mining 

 

Data-mining is a tool for increasing the productivity of people trying to build predictive 

models. Data-mining offers pragmatic values across a broad spectrum of industries. Retail 

Industries perform data-mining on transactional database for their business promotions. 

Telecommunications and credit card companies are leaders in applying data-mining to detect 

fraudulent use of their services. Insurance companies and stock exchanges are also interested 

in applying this technology to reduce fraudulent activities. 

 

II. EXTRACTING KNOWLEDGE BASES DATA AND DATA MINING 

 Knowledge discovery in databases data (KDD) is defined as the process of identify 

meaningful patterns in the data that are valid, novel, potentially useful and understandable to a 

user [4, 8, 10, 12]. The overall process is to transform information low-level high-level 

knowledge. The KDD process is interactive and iterative containing the following steps 

Understand the application domain: This step includes the relevant knowledge and goals prior 

to application. Remove the target database: data collection, evaluate data quality and use 

exploratory data analysis to become familiar with them. Preparing Data: includes cleaning, 

processing, integration and data reduction. It tries to improve the quality of the data while 

reducing the time required for the learning algorithm applied subsequently. Data Mining: as 

noted above, this is the critical phase of the process. It consists of one or more of the following 

functions, classification, regression, clustering, summary, retrieval, rule extraction, etc. 

Interpretation: explaining the discovered patterns as well as the ability to visualize. Use 

knowledge discovered: do using the model created. 
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Fig 2. A Priori Algorithm to find the frequent item-set in Database 

 

The key step of the process is marked with number 4. Then discussed briefly the most 

common tasks of mining data, with an example of use. In the remainder of this article will 

consider mining data from different perspectives. In the next section bases are provided 

knowledge discovery and mining data. Section 3 lists some of the frequent applications in 

business. In the Section 4 briefly describes the techniques most used. Trends in data mining 

shown in Section 5. And finally it the main conclusions are drawn. 

 

III. METHODOLOGY 

Data-mining refer to extending traditional data-mining techniques with the data modified to 

mask sensitive information. The key issues there of are how to modify the data and how to 

recover the data-mining result from he modified data. The solutions obtained are often tightly 

coupled with the relevant data-mining algorithms. Two most important questions related to the 

release of actual data and the privacy of the individuals are: (i) Can general trends across 

individuals be determined without revealing information about individuals? And (ii) can 

highly private associations be extracted from the public data? In the former case, there is a 

need to protect individual data values while revealing associations or aggregation. In the latter 

case, there is a need to protect the associations and correlations between the data. In this 

research work, transformation methods are proposed for preserving the privacy of the 

individuals. Two different types of transformation methods are proposed for two distinct data 

types. It is proposed to follow a categorical grading based transformation for numerical 

sensitive data and mapping-table based transformation for alphanumeric nominal sensitive 

data. It is proposed to develop a tool that performs the categorical grading and mapping-table 

based transformations on the micro data table. The transformed or publishable table can be 

released for research purpose without any information loss. Any data-mining algorithm can be 

applied on the released table without any modification in the algorithm. And the results hence 

obtained are, as if mined from the original micro data table. Yet the privacy of the individual is 

preserved across the released table as well as in the mining results obtained. Also, in real-life 

data publishing, a single organization often may not hold the complete data. Organizations 

need to share data for publishing to a third party for analysis. Data-mining performed on this 

kind of data is called collaborative data-mining. Mining this kind of collaborative data should 

preserve privacy of individual organization without disclosing sensitive information to other 

organizations involved in the collaboration. The proposed methods for micro-data release can 

be used for collaborative data mining also. Two different frame works are proposed to 

preserve the privacy of the horizontally and vertically partitioned data. 
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The resulting association patterns which predict user behavior are used for the construction 

of web personalization. Then,  personalization’s  are  generated  by  certain  rule  generation 

algorithms,  such  as  association  rule  algorithms,  clustering  algorithms, classifications and 

so on. The amount of personalization can be huge when first generated; therefore, post-

processing for the generated results is performed in this stage. There  are  several  rule  

evaluation  techniques  available  towards  rule post  processing  of  rules  The  rule  

interestingness  measure  is  used  to  find important  rules  and  to  rank  the  rules.    In  an  

online  shopping  application,  individuals’ online  purchasing  patterns  and  online  browsing  

experiences  may  be personalized  as  well.  Such  personalization  is  helpful  to  predict  

customers’ interests and to recommend relevant advertisements of interested products to 

facilitate  customers’  online  shopping  experiences.  However  an  online  web user  normally  

browses  hundreds  of  web  pages  before  making  a  purchase online, and different users visit 

different websites. Personalization based on other people’s past histories may not be very 

interesting to another user.  

 

 
Fig 3. Experimental procedure 

 

Data Mining is the process of analyzing data from different perspectives and summarizing 

the results as useful information. It has been defined as "the non-trivial process of identifying 

valid, novel, potentially useful, and ultimately understandable patterns in data. 

The process of data mining uses machine learning, statistics, and visualization techniques 

to discover and present knowledge in a form that is easily comprehensible. The word 

“Knowledge” in Knowledge Discovery Database refers to the discovery of patterns which are 

extracted from the processed data. A pattern is an expression describing facts in a subset of the 

data. Thus, the difference between KDD and data mining is that “KDD refers to the overall 

process of discovering knowledge from data while data mining refers to application of 

algorithms for extracting patterns from data without the additional steps of the KDD process”. 

 

IV. RESULT 

Data mining could be inferred as building a model set to about data provides an 

understanding. Therefore we can distinguish two steps in a task MD, first the choice of the 

model, other end of it to fit the data. The choice of model is determined basically by two 

factors: the type of data and the objective to be obtained.  
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Fig 4. Schematic overview of process mining. 

 

Thus by example would not be appropriate to apply regression to or consist of text-based 

data models distance symbolic data. Regarding the relationship target model, literature 

presents a catalog of different models for different objectives. So, if you have a problem 

classification is used vector machines support or decision trees, if it is a problem regression 

can be used or regression trees neural networks, if it wishes to clustering You can opt for 

hierarchical models or interrelated, etc. Level is also important in this election 

understandability to be obtained from the model end, as there are easy models to "explain" the 

Users such as association rules and clear difficulties involving other networks as or neuronal 

support vectors. The second step is to perform a "phase learning "with the data available to 

adjust the previous model to our particular problem. So if we have a neural network will have 

to define its architecture and adjust the values of the weights of its connections. If we are to 

obtain a regression line must find the values of the coefficients and if we use the k-nearest 

neighbors we need to set a metric and k, etc. 

 

 
Fig 5. High e-mails messages can potentially trigger false virus alert. 

 

This learning phase looking squares pattern values that attempt to maximize the "goodness" 

thereof. This question brings us back to raise two problems: How do you define a goodness 

model for some data? And two, how to perform this search? Regarding the first, normally base 

any model must be accompanied by a function of adapted to be capable of measuring the 

setting (in English concept of fitness function is used). This is easy in many cases, for example 

in classification or regression problems, however can pose serious challenges in others such as 

clustering. 
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V. DISCUSSION AND CONCLUSION 

This work may be further extended to improve the performance of systems that involve real 

time data in the form of audio, video and other multimedia objects which are stored as data 

items in a database with valid time  constraints i.e. a temporal database of transactions 

containing complex form of It  would  be  helpful  to  compose  fixed  length  vectors  in  data  

preparation  process.  This enables executing various prediction tasks to understand user’s 

behavior.  Therefore data analyst can identify situations typical for browsing termination and 

succession, and web site designer   can reorganize web site information to be more convenient 

for web site visitors. The rule evaluation approach discussed    Data. Automatic assignment of 

membership function could be considered as enhancements to the future method. This 

approach will yield important results for the decision makers in the fields where customer 

preferences are strongly interrelated with the time. Other problems for future research 

discovery of Association Rules, and determining the right time interval size which is 

application dependent 

 Rule templates can be used towards the construction of web personalization as rule 

interestingness measures. The rule templates can be used  during  the  rule  generation  process  

to  limit  both  the  type  of  rules expected  and  the  quantities  of  rules.  This  approach  is  a  

subjective  rule interestingness  measure,  which  can  be  combined  together  with  other  rule 

interestingness measures for rule evaluation purposes. 

A  rule  Importance  Measure  which  is  an  automatic  and  objective approach extracts 

and ranks important rules. The Rule Importance Measure differentiates rules by indicating 

which rules are more important than other rules. One can use the Rule Importance Measure 

upon the data set directly, and obtain a list of ranked rules by their importance. Evaluations 

with Human Users.  To  study  effectiveness  of    these measures  for  rule  evaluation  it  is  

planned  to  perform  experiments  with human users who are experts in the domain. Certain 

user satisfaction studies may be conducted for real people’s evaluations with appropriate 

measures from across a sufficiently large sample of users in a restricted domain. 

Integration of ontology knowledge of Web pages into Web recommendation.  The current 

research is mainly based on analysis of Web usage knowledge, not taking other Web data 

sources into account. With the development  of  semantic  Web  and  ontology  research,  it  is  

believed  that ontology  knowledge  of  Web  pages  can  provide  deeper  understanding  or 

semantic  linking  of  Web  pages  as  a  result  of  conveying  the  conceptual information. 

Employing the latest progress of other related research areas into Web data management.  

The  successes  and  contributions  from  data  mining, machine  learning,  information  

retrieval  domains  always  bring  in  new  data models and algorithms to Web data research. It 

is believed these progresses will produce a big potential for Web researchers to address the 

open research problems not solved yet.  
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